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ABSTRACT

Optimization is widely used for decision making across various domains, valued for its ability to
improve efficiency. However, poor implementation practices can lead to unintended consequences,
particularly in socioeconomic contexts where externalities (costs or benefits to third parties outside
the optimization process) are significant. To propose solutions, it is crucial to first characterize in-
volved stakeholders, their goals, and the types of subpar practices causing unforeseen outcomes.
This task is complex because affected stakeholders often fall outside the direct focus of optimization
processes. Also, incorporating these externalities into optimization requires going beyond tradi-
tional economic frameworks, which often focus on describing externalities but fail to address their
normative implications or interconnected nature, and feedback loops.

This paper suggests a framework that combines systems thinking with the economic concept of ex-
ternalities to tackle these challenges. This approach aims to characterize what went wrong, who was
affected, and how (or where) to include them in the optimization process. Economic externalities,
along with their established quantification methods, assist in identifying “who was affected and how”
through stakeholder characterization. Meanwhile, systems thinking (an analytical approach to com-
prehending relationships in complex systems) provides a holistic, normative perspective. Systems
thinking contributes to an understanding of interconnections among externalities, feedback loops,
and determining “when” to incorporate them in the optimization. Together, these approaches create
a comprehensive framework for addressing optimization’s unintended consequences, balancing de-
scriptive accuracy with normative objectives. Using this, we examine three common types of subpar
practices: ignorance, error, and prioritization of short-term goals.

1 Introduction

Optimization is a key tool for decision-making in various domains, including industrial engineering, urban planning,
social systems, and business, enabling efficient resource allocation and driving advancements in areas like artificial
intelligence and machine learning [1]. However, optimization simplifies the complexity of real-world systems by
focusing on specific variables or objectives, often neglecting the broader social, environmental, or systemic effects
of decisions. While this approach can provide clear and actionable solutions, it results in poor practices in applying
optimization that frequently lead to unintended consequences [2, 3, 4]. Optimization, often carried out as a descriptive
process, underpins the creation of many computational tools like machine learning models. However, it also leads
to unintended outcomes that inherently carry normative inquiries [5] that bring attention to the impact of actions on
involved parties, in particular, within complex and emergent socioeconomic systems.

As a community focused on ML and AI research, we aim to address these unintended consequences. However, before
we can propose effective solutions for such unintended consequences, it is essential to recognize that simply labeling
all undesired aftereffects as unintended consequences is problematic. This is because: (1) it is overly broad, failing to
account for the nuances and specific differences between cases that require tailored approaches, and (2) it implies that
all problematic outcomes are uniformly distributed or objectively problematic, which may not always be the case.
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To effectively resolve unintended consequences, it is essential to characterize their types (e.g., unexpected benefits or
drawbacks [6]), causes (e.g., optimizers’ ignorance or error), and all affected parties. Only with these characteriza-
tions established, targeted solutions can be developed. For example, in a company, optimizing water cooler waiting
times by assigning time slots may enhance efficiency but unintentionally disrupt informal social interactions [7, 8, 9],
diminishing collaboration, ultimately harming both employees and the organization. To address this, it is crucial to
identify who is affected, how, and when communal values should be integrated into the optimization. This characteri-
zation would also help pinpoint the underlying subpar practice in deploying optimization (like ignorance, mistakes, or
a focus on short-term gains instead of long-term goals [6, 10]) that caused unforeseen outcomes.

However, characterizing optimization’s unintended consequences is challenging due to the difficulty in determining
their extent in social contexts. Traditional models focus on specific objectives, often overlooking indirect effects like
broader social values or stakeholder impacts. For example, benefits such as social interactions in the workplace may be
excluded from the water cooler optimization. Identifying all stakeholders (those affected by decisions) and quantifying
the impacts on them is critical. This requires both descriptive (recognizing stakeholders and their goals) and normative
considerations (addressing the omission of their interests) for characterizations and developing solutions.

Externalities and Internalization. To address these challenges, we suggest characterizing unintended consequences
of optimization in complex socioeconomic systems as externalities, i.e., outcomes that affect stakeholders not directly
involved in the decision-making process. While not widely discussed in ML and AI communities in optimization-
based computations, externalities are well-established phenomena in economics, defined as costs or benefits incurred
by third parties due to an activity [11, 12]. Solutions to externalities often involve internalization methods such as
cost-benefit analysis and Pigouvian tax [12], which adjust incentives to account for societal costs or benefits. For
instance, carbon taxes aim to internalize the social costs of emissions. This procedure aligns individual incentives with
broader societal welfare and it ensures that social and communal values are preserved alongside efficiency [13].

The externality framework as a descriptive tool is beneficial in two key ways: (1) It enables the characterization
of unintended consequences by distinguishing between positive externalities (benefits to third parties) and negative
externalities (costs to third parties). This involves identifying stakeholders and their goals which also helps detect the
subpar practice causing the externality. (2) It provides well-established, quantifiable solutions for addressing subpar
practices by utilizing commonly used methods like cost-benefit analysis, social welfare assessments, taxes, subsidies,
and policy interventions to measure and internalize externalities based on their nature [12, 11, 14, 15, 16].

However, open complex systems like societies have emergent behaviors, feedback loops, and interconnections among
different parts of the system. These significantly influence social externalities [13]. Feedback loops (positive or
negative) can amplify the effects of social externalities, making them far more significant than initially perceived
[13, 17, 18, 19]. For example, negative feedback loops, such as declining morale or eroding trust due to poorly designed
water cooler interventions, can spiral into long-term company dysfunction. These dynamics make the management of
social externalities (e.g., determining where or when to internalize them) difficult. Economic methods as descriptive
toolkits are precise in quantification but they are too narrow in scope to address these challenges.

Systems Thinking of Optimization. To overcome these challenges, we propose incorporating systems thinking as
an added layer of perspective. Systems thinking is a problem-solving and analytical approach that emphasizes under-
standing the interactions and interdependencies among components of a system within the context of a broader whole
[20, 21]. This holistic mindset to decision-making emphasizes interconnections, feedback loops (where targeted ac-
tions could amplify positive effects or mitigate negative feedback loops), and emergent properties within complex
systems [20, 22]. Unlike traditional optimization that isolates variables, systems thinking considers hidden depen-
dencies and long-term ripple effects. Accordingly, applying a systems thinking mindset in practice, involves systems
theoretic mathematical architectures with the same purpose. For example, a layered systems theoretic mathemati-
cal architecture [23, 24, 25, 26, 27, 28, 29] would help with thinking about “when or where should be” the level at
which externalities are addressed: lower levels focus on localized stakeholder goals. Higher levels analyze broader
overarching goals.

Our Position: Why Neither Concept Alone is Sufficient? Neither systems thinking nor economic externalities
alone can fully address the complexity of identifying, quantifying, and internalizing unintended consequences in
optimization:

• Externalities for stakeholders: Who is affected? How?

• Systems thinking for interconnected dynamics: When or where do we internalize externalities? How do
these impacts propagate, and what secondary or tertiary effects emerge over time? In the water cooler case,
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externalities identify the direct loss of collaboration (a cost). Systems thinking shows the ripples through the
company affecting long-term performance and when to internalize the cost.

This paper advocates for a combination of both perspectives, in particular, in widely descriptive optimization-based
computations in AI/ML with numerous unforeseen outcomes [5, 2, 3]. Combining externalities with systems thinking
creates a powerful framework to address unintended consequences. Externalities provide the descriptive foundation,
highlighting where optimizations (as another descriptive tool) fall short. Systems thinking adds normative reflections
of what should be, ensuring that solutions align with societal values and account for complexity. Together, they address
the issues noted earlier: how to identify, quantify, and internalize unintended outcomes. Thus, in this position paper,
we present three key messages:

• To effectively resolve the unintended consequences of optimization, it is essential to move beyond treating
all unforeseen outcomes as a single category. Instead, we must carefully analyze what went wrong, identify
who was impacted, and determine how and where to incorporate these considerations into the optimization
process.

• We propose externalities as a descriptive tool to identify impacted stakeholders, classify effects (costs or
benefits), and use proper quantification methods for internalization.

• We propose systems thinking and a layered system-theoretic model for a normative perspective on when to
internalize externalities. This also accounts for local and broader goals, interconnections, and feedback loops
within complex systems.

2 Related Work

Economic Externalities. Economic Externalities are unintended costs/benefits experienced by third parties outside
market transactions. They arise from unaccounted spillover effects within standard markets, such as pollution (neg-
ative) or societal benefits of scientific research (positive). These externalities highlight the misalignment between
private incentives and social welfare [12, 11].

To address externalities, several methods are developed for internalization. Pigouvian taxes and subsidies correct
negative and positive externalities by aligning private and social costs [12]. Social welfare functions incorporate
externalities into utility functions to measure societal well-being [14]. Cost-benefit analysis (CBA) compares costs and
benefits of externalities to guide decision-making [15]. Regulatory mechanisms like emission caps and Cap-and-Trade
systems limit harmful activities [16]. Coasian bargaining offers negotiation-based solutions when property rights are
clearly defined and transaction costs are low [11]. Also, recent research has extended externality analysis to social and
environmental contexts, including urban planning, education, and algorithmic systems [30, 13]. However, traditional
methods face limitations, such as undermining intrinsic motivations in social interactions, prioritizing efficiency over
equity, and failing to account for long-term feedback loops and emergent behaviors [17, 18, 19].

Optimization’s Unintended Consequences. Optimization, while powerful, frequently simplifies complex real-world
scenarios, leading to unintended consequences. Fairness-aware machine learning models, for example, can inadver-
tently create inequalities among subgroups [2, 31, 32, 33, 34, 35, 36]. Algorithms designed to maximize overall
success often misclassify underprivileged groups, prioritizing the majority [3, 37]. Stakeholders not directly involved
in decision-making are frequently excluded, resulting in their neglect in the optimization process [38, 39]. Systems
trained on specific domains struggle in new environments [4, 40, 41]. Optimization efforts tend to focus on benefit-
ing high-priority users while disregarding others [42, 43]. Risks from experimentation and parameter selection are
often shifted onto users [44]. Lastly, research in reinforcement learning also shows how optimization can amplify
unintended outcomes [45, 46, 47].

Systems Dynamics. Systems thinking (and theory) offer valuable frameworks for focusing on the study of intercon-
nections and feedback loops [20, 48]. This approach has been influential in fields such as organizational management,
environmental sustainability, and policy design, where traditional reductionist methods often fall short [21]. It has
been applied across domains to address the challenges of unintended consequences, e.g., prior work shows the impor-
tance of systems thinking in decision-making under economic uncertainty, in predicting systems, and in identifying
leverage points for sustainable solutions [48, 21, 20, 49].
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3 Preliminaries and Definitions

In this section, we explore three interconnected aspects of optimization: the mathematical foundations that define and
solve problems (§3.1), the stakeholders and externalities that influence and are impacted by optimization (§3.2), and
the system’s dynamics that govern the interactions and feedback mechanisms within complex systems (§3.3).

3.1 Mathematical Optimization

Mathematical optimization finds the best solution from feasible alternatives [50] and is vital in fields like economics,
AI and ML, engineering, and operations research. The process involves defining the problem scope that sets the bound-
aries (domain, temporal, and physical), specifying the variables (x) and the objective function (f(x)) that quantifies
utility, determining the constraints (C) for feasible solutions, identifying the corresponding solution space (X), and
selecting the evaluation metrics (M ) to assess solutions. The optimization problem is then formalized as:

Optimize x∈Xf(x)

Once a solution is found, it is evaluated to verify its optimality, often requiring multiple iterations where previous
solutions/evaluations inform refinements in subsequent steps.

3.2 Stakeholders and Externalities

Optimization, however, leads to unintended consequences. That is, in real-world optimization applications, there are
generally agents or groups that are either directly interacting with or indirectly affected by optimization. These indi-
viduals are known as the stakeholders [51] and could be either direct participants of the optimization process (internal
stakeholders) or those who are indirectly affected by the optimization (external stakeholders). Internal stakeholders
often set objectives and constraints for the optimization and external stakeholders introduce additional considerations
which are known as externalities in economics [12, 11]. Externalities can be positive (benefits to third parties) or
negative (drawbacks to third parties) and are not reflected in the optimization’s objective function.1

Addressing externalities in optimization involves figuring out how to internalize them (i.e., quantify them), to ensure
the optimization accounts for the impacts of externalities on the stakeholders [52]. Depending on the specific exter-
nality, this could involve different measures such as cost-benefit analysis (CBA) [15] which is a comparison of costs
and benefits of externalities and using them as an internalization quantitative framework, social welfare functions
(SWF) [14] which are an aggregation of utilities (and disutilities) from externalities, or a Cap-and-Trade System [53],
which establishes a fixed limit on allowable externalities and enables the trading of permits to encourage compliance.2

In sum, this framework helps characterize and internalize unintended outcomes by discerning positive and negative
types, external stakeholders, their goals, and relevant quantifications. However, no single economic method might
fully capture the complexity of social cases. Other (even non-economic) methods might be more suitable for certain
contexts. Even so, externalities offer valuable guidelines for analyzing stakeholders and the category of required
quantification methods. Despite their shortcomings, tools like CBA, SWF, and Cap-and-Trade still offer key practical
utilities.

3.3 Systems Dynamics

Externalities in complex socioeconomic systems are influenced by dynamic behaviors, feedback loops, and intercon-
nections, which can amplify externalities over time [13]. These interconnected dynamics make managing externalities
challenging, especially in determining when and where to internalize them. While economic methods offer precise
characterizations, they are too limited to fully address these complexities. Therefore, we suggest adopting systems
thinking as a broader analytical approach to gain deeper insights into these issues, as its normative view focuses on
how systems should be designed and function, rather than simply describing their current state.

Drawing on systems thinking as a mindset, we also require a corresponding mathematical model to formally analyze
systems, i.e., the “theory.” Systems theory provides a formal approach to examine how different parts of a system
interact and influence each other to form a complex cohesive whole. Systems theory includes various frameworks,
however, we refer to the layered architectures [23, 24, 25, 26, 27, 28, 29]. They generally have established layers on
different levels of abstraction where each layer addresses different aspects of the system’s functioning and control.

1Note that although certain stakeholders are considered internal from an organizational outlook, externalities can still impact
them: The organization may fail to add their input into the optimization, preventing them from directly interacting with the opti-
mization.

2The quantification method used depends on the specific problem setting as well as stakeholders’ goals in the optimization.
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Layers organize components hierarchically and make understanding complex systems easier and more manageable by
dividing them into specialized parts. This in turn helps us identify when and where to address externalities: lower
levels focus on localized goals and higher levels analyze broader impacts. We use the following layered architecture:

1. Physical Layer: This layer is about direct, tangible components of system (products, resources, infrastruc-
ture, or actions that are physically observable and measurable). It focuses on input-output dynamics, like
resource allocation, production levels, or environmental changes.

2. Regulatory Layer: This layer sets rules, constraints, and enforcement mechanisms to govern behavior within
the system. It introduces regulations or levies to influence entities and address externalities directly.

3. Supervisory Layer: This layer ensures real-time monitoring, feedback, and adjustment of systems behavior.
It uses physical and regulatory layers’ data to dynamically optimize and correct deviations from desired
outcomes.

4. Strategic Layer: This layer encompasses the long-term planning and optimization of the system, integrating
systemic goals, predictive modeling, and stakeholder objectives. It evaluates policies holistically, balancing
competing priorities and externalities over time.

4 Systematic Externality Internalization

We can now explore the use of the layered architecture from §3.3 to analyze an optimization function, internalize
externalities, examine the roles of various layers, and explain why externalities are addressed at a specific layer.

4.1 Physical Layer: Operational and Direct System Decisions

In the physical layer, the optimization considers internal stakeholders’ goals and the externalities impacting external
stakeholders. Let Gint be the set of internal stakeholder goals, and E−

p (x), E+
p (x) be the unexpected drawbacks and

benefits at the physical layer. Let fGint(x) capture the cost of the solution x based on the goals Gint. Let fp(x) =
fGint(x)+γ ·E−

p (x)− δ ·E+
p (x) where γ, δ > 0 are penalty weights for externalities. The optimization can be written

as,
min
x

fp(x) subject to x satisfies {R(x) ≤ Rmax, Cp(x)}

where Cp(x) is the physical layer constraints, and the resources used (R(x)) satisfies R(x) ≤ Rmax, with Rmax being
the maximum available resources, which captures the resource limitations.

Feedback Mechanism The real-time adjustments would modify the solution based on the changes in resource avail-
ability, i.e., setting x ← x − η∇R(x) where η is a penalty weight and ∇R(x) is the gradient of R(.) at x. Using

the observed externalities, we would also readjust the parameters λ, γ, e.g., set γ ← γ + η
∂E−

p

∂x where η > 0 is the
adjustment factor based on stakeholder input.

Why Internalize Externalities at the Physical Layer? Externalities related to aspects such as resource consumption
arise directly from actions in the physical layer. Internalizing them here ensures that the system accounts for these
impacts in its decisions. The physical layer is an ideal location to internalize them as it directly interacts with them.

4.2 Regulatory Layer: Compliance and Enforcement

The regulatory layer would involve regulatory constraints captured by Cr(x). Furthermore, the regulatory layer would
involve taxation (using a tax function T (x)) and subsidies (using a subsidy function S(x)) to allow for adjusting the
externalities. Let fr(x) = fp(x) + T (x)− S(x). This results in the following optimization,

min
x

fr(x) subject to x satisfies Cr(x)

The objective at this layer depends on the physical layer.

Feedback Mechanism This layer’s feedback involves regulatory adjustments, i.e., continuous monitoring of com-
pliance metrics and updating regulatory constraints (Cr(x)) as well as readjusting tax functions T (x) and subsidy
functions S(x). The regulatory layer also involves policy feedback where stakeholders and supervisory data necessi-
tate regulatory revisions to the constraints (Cr(x)).

Why Internalize Externalities at the Regulatory Layer? Regulations impose necessary constraints on externalities.
Internalizing them at this layer ensures that the system complies with legal boundaries and respects societal standards.
The regulatory layer enables the optimization to formally internalize externalities arising from regulatory oversight.
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4.3 Supervisory Layer: Monitoring and Real-Time Adjustments

In this layer, we monitor system deviations. At each time point t, we consider the current solution x and evaluate
the solution using M(x) (evaluation metrics in 3.1 ) and compare against the target Mtarget. We also have dynamic
constraints Cs(x) that ensure the feasibility of solutions in real time. There are also positive externalities E+

s , and
negative externalities E−

s , in this layer. Let fs(x) = ∥M(x) −Mtarget∥2 + η · E−
s (x) − θ · E+

s (x) where η, θ are
penalties for externalities. Utilizing fs(x), we get the objective,

min fs(x) subject to x satisfies Cs(x)

Feedback Mechanism Here, feedback involves dynamic corrections, using supervisory data from monitoring sys-
tems and deviations from the targets to take corrective actions, i.e., update the solution such that x ← x − α ·
(M(x)−Mtarget)

2 with α being the learning rate. This layer also prompts externality adjustments, where weights are
updated based on observed externalities using η ← η + β · ∆E−

s and θ ← θ + β · ∆E+
s where β is an adjustment

factor. Further, the layer gathers continuous feedback from stakeholders and adjusts decision variables or constraints
in response.

Why Internalize Externalities at the Supervisory Layer? The Supervisory Layer plays a critical role in monitoring
and refining system operations by evaluating performance and outcomes. Addressing externalities at this level enables
the real-time identification and resolution of deviations and inefficiencies. By doing so, the system can maintain
alignment with stakeholder goals without having to use higher levels to resolve deviations from the goals.

4.4 Strategic Layer: Long-Term Planning and Sustainability

In the strategic layer, we rely on long-term constraints captured by Cl(x). We also evaluate the overarching system-
level and long-term goals (Gsystem) such as sustainability, as well as internal and external stakeholder goals (Gint and
Gext, respectively) and refine the goals as needed. Let fGsystem(x) capture system goals’ cost and fGint∪Gext(x) be the
cost of stakeholder goals at the strategic level. Let fl(x) = αfr(x)+β ·fGsystem(x)+γ ·fGint∪Gext(x) where α, β, γ > 0
are weights for balancing short-term and long-term objectives. In this layer, we get the following optimization,

min fl(x) subject to x satisfies Cl(x)

Feedback Mechanism Here, feedback involves predictive updates where over periods of time, the deviations from
expected outcomes are evaluated. This also involves modification of system and stakeholder goals, i.e., modifying
system goals Gsystem to include new long-term sustainability goals and the stakeholder goals Gint and Gext to include
the goals related to stakeholders with externalities observed.

Why Internalize at the Strategic Layer? Internalizing long-term externalities ensures that the system remains sus-
tainable in the future. At the strategic level, the system interacts with high-level goals of optimization that affect its
long-term behavior. Therefore, the goals that are intended to be long-term can be internalized in the strategic layer.

5 Putting It All Together and Use Cases

In sum, our framework for understanding and resolving unintended consequences is of the following steps: (1) Begin
with the original vanilla optimization, which focuses on objectives related to internal stakeholders, leading to un-
foreseen outcomes (descriptive). (2) Identify all affected stakeholders, including external stakeholders who are not
directly involved in the optimization (and their goals) and utilize the economic framework of externalities to catego-
rize the unforeseen outcome as either an unexpected drawback or benefit (descriptive). (3) Identify the cause of the
externality, i.e., the subpar practice responsible, using the information from step 2 (descriptive). (4) Apply a pertinent
quantification method, such as cost-benefit analysis (CBA), social welfare functions (SWF), Cap-and-Trade, or taxes,
to internalize the externality based on its type (descriptive). (5) Incorporate systems thinking (and the layered model)
as an added outlook to address feedback and interconnections (normative). (6) Determine the most appropriate layer
for internalizing externalities (normative). The logical overview for the entire framework is also depicted in Figure 1.

Note on Identifying Subpar Practices. Optimization involves various types of subpar practices. A notable advantage
of using the economic framework of externalities is its ability to help us identify the specific subpar practice responsible
for an externality. This is achieved by first identifying all stakeholders and their goals, as outlined in step 2 above.

We provide three examples to show how observable externalities relate to a specific subpar practice and how to resolve
them using our proposed framework. The formulations presented are not the only possible choices but demonstrate
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Figure 1: Framework overview: An optimization is defined with internal goals and the core task to optimize for. The
optimization has externalities due to subpar practices and unmet external goals. Missed stakeholders, their goals,
and the subpar practice are identified to revise goals and internalize externalities within the layered architecture. The
optimization is then refined periodically by feedback.

Layer Optimization Function Feedback Loops
Physical Let Tj be the mean waiting time for an employee in time slot

tj . The congestion cost in this layer is defined as Lphysical =∑k
j=1 Tj · nj

Adjust the number of time slots k using feed-
back, based on resource availability.

Regulatory Ensuring scheduling feasibility: min
∑k

j=1 Tj · nj s.t.∑k
j=1 xij = 1 ∀ i ∈ [N ], nj ≤ Γj and xij ∈ {0, 1}. i is

the employee index.

Use feedback to ensure regulatory compliance
by checking if nj ≤ Γj and reassigning indi-
viduals to time slots where nj > Γj .

Supervisory Here, adjust policies to optimize productivity: min
∑k

j=1 Tj ·
nj +

∑
iℓ CBiℓ(x) s.t.

∑k
j=1 xij = 1 ∀ i ∈ [N ], nj ≤ Γj ,

and xij ∈ {0, 1}

Use feedback like employee-reported satis-
faction and team outputs to modify Ciℓ and
Biℓ.

Strategic Consider long-term goals like retention cost R(x). The
strategic layer aligns goals with satisfaction and productivity:
min

∑k
j=1 Tj · nj +

∑
iℓ CBiℓ(x) + R(x) s.t.

∑k
j=1 xij = 1,

nj ≤ Γj and xij ∈ {0, 1}

Periodic evaluation of retention
rates/adjustment of long-term policies
using supervisory insights.

Table 1: Layered Architecture Layout for Water Cooler Example

how different subpar practices manifest in terms of externality internalization. In our use cases, we identify the corre-
sponding categories [6, 10] of subpar practices, as: 1. ignorance which refers to a lack of complete knowledge about
the system, variables, or interactions in the optimization process. This often happens when the systems are complex
and there is a lack of information to capture a complete picture, 2. error which occurs when incorrect assumptions,
erroneous models, or incorrect reasoning lead to unintended outcomes. This can be caused by biases, oversights, or re-
lying on incomplete or out-of-date information, and 3. immediacy of interests which stems from focusing too narrowly
on immediate benefits while neglecting long-term impacts. Decisions made with short-term goals often disregard
potential long-term effects or future externalities [6, 10]. We can now explore our use cases.

5.1 Office Water Coolers and Social Interactions

The water cooler effect, studied in social sciences [7, 8, 9], explores how informal interactions impact employee
productivity and well-being. This example explores a company implementing staggered time slots for water cooler
access to enhance productivity while neglecting the water cooler effect and the importance of social interactions. We
discuss the unexpected repercussions and how to integrate them into the optimization process to avoid such issues.

Internal Stakeholders and Basic Optimization Formulation. To define the optimization formulation for the water
cooler problem, we first need to identify the internal stakeholders of the optimization and their goals. Studies such
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as [7, 8, 9] investigating the importance of the water cooler effect and articles exploring the concept of stakeholders
in a corporate context [54], help us identify company leaders and management as internal stakeholders. These
stakeholders aim to increase productivity, reduce idle time, and ensure employees have sufficient off-task time.

Based on stakeholder goals, we can derive the following vanilla optimization problem. For N employees, assign them
to k time slots T = {t1, t2, . . . , tk}, each with a capacity Γj for j ∈ {1, 2, . . . , k}. Let xij be a binary variable
indicating if employee i is assigned to time slot tj , and Lj be the loss function for delay cost at tj . Let nj =

∑N
i=1 xij

where j ∈ {1, 2, . . . , k}. The company’s objective is:

min

k∑
j=1

Lj(nj) subject to (1)

k∑
j=1

xij = 1 ∀i ∈ {1, 2, . . . , N},

nj ≤ Γj ∀j ∈ {1, 2, . . . , k}, xij ∈ {0, 1}

where
∑k

j=1 xij = 1 ∀i ∈ {1, 2, . . . , N} implies each employee is assigned to exactly one timeslot and nj ≤
Γj ∀j ∈ {1, 2, . . . , k} implies that the number of people assigned to each time slot is within the capacity.

External Stakeholders. We can now use the vanilla optimization formulation to investigate the outcomes of the opti-
mization. The vanilla optimization focuses on minimizing the time wasted at the water cooler, aligning with internal
stakeholders’ primary goal. However, we need to expand our view to the external stakeholders as well. Referring to
the literature on the water cooler behavior [7, 8, 9, 54], we identify the following external stakeholders (and stake-
holder goals): (1) Employees, who desire opportunities for social interactions and positive relationships. Note that
employees are external stakeholders because their goals were excluded from the optimized objectives, and they had
no direct influence on the optimization process, and (2) Customers, who seek effective services at an affordable cost.

Unintended Consequences. We can see that the vanilla optimization with the sole goal of reducing waiting time is
unaware of the impact of the water cooler behavior on the employees or employees’ and customers’ external goals.
Therefore, a solution derived from the vanilla formulation could result in unexpected drawbacks: 1. Strict time slots
reduce informal information and idea sharing, which are pivotal for building trust and a positive work culture [9, 8].
2. This could harm interpersonal relationships, create tension, increase stress, and reduce performance, potentially
leading to employee retention issues and a negative company image, 3. All this could affect customer service quality
as well as customer perception of the company. Conversely, there are also unintended benefits, such as potentially
enhanced employee privacy due to the reduction of informal interactions [7].

Why ignorance? Given the set of unforeseen drawbacks and external goals, an intriguing question to explore is
what causes these unexpected issues. In the water cooler example, the company aimed to reduce the time employees
spent at the water cooler, with the sole objective of minimizing time. However, for the employees, social interactions
were an essential aspect of their objectives. Because employees were excluded from the decision-making process,
despite being directly affected by it, their goals were overlooked in the optimization. This disregard for employees’
objectives and community dynamics led to unintended drawbacks. Thus, this example highlights the flawed practice
of ignorance.

Internalizing Externalities: A Systems Theory Framework. With the externalities and their causes identified, the
focus now is to make the optimization more resilient by internalizing these externalities. In the water cooler case,
internalizing externalities requires incorporating social interactions. Since the goal is to improve productivity and
reduce time spent on unproductive activities, we need to determine which social interactions contribute positively to
productivity. We can consider the interactions between any two individuals, recognizing that these interactions come
with costs, such as time taken away from work and logistical expenses needed to facilitate the interaction. At the same
time, these interactions can bring benefits to the company, such as fostering idea generation. To incorporate social
interactions, we would ideally need to ensure that benefits outweigh costs. One approach to achieve this is using cost-
benefit analysis (CBA) to evaluate both the costs and benefits of interactions and adjust the objective by penalizing
it per interaction costs in the solution. We can formally define the CBA-based internalization as: for individuals
i, ℓ ∈ {1, 2, . . . , N}, let Ciℓ be the cost and Biℓ be the benefit of their interactions. The cost-benefit for employees i
and ℓ is CBiℓ(x) = Ciℓ · 1 (∃j ∈ {1, 2, . . . , k}xij ̸= xℓj)−Biℓ · 1 (xij = xℓj ∀ j ∈ {1, 2, . . . , k}). This captures the
interactions’ benefits occurring in the same time slot and the cost of missing interactions when they are in different
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time slots. Using CBA, we internalize the externalities with CBiℓ,

min

k∑
j=1

Lj(nj) +
∑
iℓ

CBiℓ(x) subject to

k∑
j=1

xij = 1 ∀i ∈ {1, 2, . . . , N},

N∑
i=1

xij ≤ Γj ∀j ∈ {1, 2, . . . , k}, xij ∈ {0, 1}

While CBA helps, it does not specify when internalization should occur during optimization. Thus, we use the layered
architecture, which has a detailed view of connections and feedback in the process. A simple overview of the layered
architecture for the water cooler example is in Table 1. In this stack, the supervisory layer internalizes the loss of
collaboration by considering the total cost-benefit,

∑
iℓ CBiℓ(x).

Remark. The use of a supervisory layer to internalize externalities in this example is based on the fact that the
externalities in the question stem from ignorance. To internalize them, we must be able to observe and track deviations
from the desired outcomes (which were initially aimed at increasing productivity but shifted away from that goal
due to fewer social interactions) and address the externalities caused by this ignorance leading to the deviation. The
supervisory layer monitors deviations, making it ideal for incorporating ignorance-related externalities.

5.2 Using AI to Select Candidates for Hiring

With AI becoming a key tool in decision-making, its use in corporate recruitment has gained significant attention [55,
56, 57, 58]. AI recruitment relies on training data and parameters to decide which candidates move forward. This
example considers a company using an AI tool based on historical data, with an assumption that the features derived
from historical data represent diverse and best-fit candidates. We explore the unexpected optimization outcomes and
how to address them.

Internal Stakeholders and Basic Optimization. Our first goal is to formally define the basic vanilla optimization
for the hiring problem. Before defining the formulation itself, we need to identify the internal stakeholders and their
goals. Referring to prior research on AI in hiring [55, 56, 57, 58], we identify the following internal stakeholders (and
goals): (1) The organization, HR, and hiring managers who aim to select the best candidates for interviews and
hiring and to ensure fair representation in the candidate pool, eliminate discrimination, and avoid practices that may
lead to litigation, and (2) Teams who seek candidates that best fit their team.

Our objective is to select the best set of candidates given an AI trained on prior data. To formally define the optimiza-
tion formulation, we first define a scoring function Score(x) =

∑n
i=1 wi · fi(x), where fi(x) represents feature i of

candidate x, and wi represents weights derived from historical data. Let C represent the set of all candidates. The
scoring function calculates how well a candidate fits the observations from the training data. The goal is to select the
top k candidates with the highest scores for interviews:

max
X⊆C,|X|=k

∑
x∈X

Score(x).

External Stakeholders. The goal of the vanilla optimization is to select top k candidates that best fit the selection
criteria based on past data. However, noting prior work on AI hiring [55, 56, 57, 58], we identify the following
external stakeholders (and goals): (1) Candidates who want to ensure fair and equal opportunities for selection, and
(2) Regulatory agencies who want to ensure fairness and bias-free hiring practices.

Unintended Consequences. The unexpected drawbacks affecting external stakeholders are: 1. AI tools may introduce
bias based on factors like gender, age, and disabilities [57, 56]. 2. AI could select unqualified candidates over more
qualified individuals [56], resulting in perceived biases and potential litigation. 3. Consequently, a lack of diversity in
selected candidates could hinder innovation in the organization.

Why Error? Here, the optimization assumed that past training data accurately represented diverse subgroups, apt
candidates, and was free from biases. However, this assumption was flawed, as past data may contain subtle biases
that AI tools can amplify with the training, leading to biased results. A notable example is Amazon’s automated
recruitment system, which was found to be biased against female applicants [57]. Despite the company’s claims of
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Layer Optimization Function Feedback Loops
Physical The AI assigns a score Score(x) =

∑n
i=1 wi · fi(x) to each can-

didate, where fi(x) is the value of feature i for candidate x, and
wi is the weight for feature i derived from historical hiring data.
Let C represent the set of all candidates. The objective is to select
a subset X of size k such that: maxX⊆C,|X|=k

∑
x∈X Score(x).

The weights wi are updated after analyzing
the set of selected candidates.

Regulatory The lack of diversity is mitigated. Here, we intro-
duce Cap-and-Trade bounds, leading to optimization
maxX⊆C,|X|=k

∑
x∈X Score(x) s.t. hi(X) ≥ hthreshold(X) ∀i ∈

{1, 2, . . . , k}.

Feedback should be used to adjust the
hthreshold(X).

Supervisory Monitor the diversity and optimality of the solution. Let Div(X)
be the diversity of solution X and Divtarget be the target diversity,
then in this layer, the optimizer evaluates ∥Div(X)−Divtarget∥ to
calculate deviations from the desired diversity.

Feedback entails modifying solution X based
on the deviation from Divtarget according to or-
ganizational and regulatory requirements.

Strategic Optimizes hiring for long-term goals like diversity (GDiv), creativ-
ity (GCreate), and retention (GReten): G = ω1 ·GDiv +ω2 ·GCreate +
ω3 ·GReten, with ω1, ω2, ω3 representing the weights for each goal.

Evaluate the alignment between hiring out-
comes and stakeholder goals by using and ad-
justing ω1, ω2, ω3 or objectives based on the
deviations.

Table 2: Layered Architecture Layout for AI Hiring Example

commitment to equal representations, erroneous data assumptions led to unexpected drawbacks in the optimization,
aligning with the “error” category in subpar practices.

Internalizing Externalities: A Systems Theory Framework. Having identified the externalities arising from the
vanilla optimization, the next step is to internalize them. In this case, the optimization produces biased solutions due
to a flawed assumption. To address this, a method is needed to ensure the optimization avoids such biases. We propose
the use of Cap-and-Trade systems. A Cap-and-Trade system enables the optimizer to introduce a threshold on the
diversity required in the solution. This is motivated by rules such as the EEOC 4/5 rule which flags potential bias if a
group’s hiring rate is under 80% of the highest group’s rate [59]. In this use case, we use the Cap-and-Trade system
to meet a specific threshold of diversity in hiring decisions to comply with the 4/5 rule. This “cap” ensures that hiring
practices do not disproportionately disadvantage protected groups. We use a lower-bound cap and no trading. Assume
we have a set of k groups with hiring rates h1(X), h2(X), . . . , hk(X) for the solution X , and a minimum threshold
hiring rate hthreshold(X), e.g., hthreshold(X) = 0.8maxi hi(X). Then our objective is:

max
X⊆C,|X|=k

∑
x∈X

Score(x) subject to

hi(X) ≥ hthreshold(X) ∀i ∈ {1, 2, . . . , k}

To determine when internalization occurs, like before, we use the layered architecture. A simple overview of the
layered architecture for the AI hiring example is provided in Table 2. In this use case, the regulatory layer internalizes
diversity needs by incorporating Cap-and-Trade bounds.

Remark. The use of this layer to internalize error-related externalities is grounded in the understanding that errors
arise from factors like flawed assumptions and biases. The regulatory layer is responsible for managing regulations and
ensuring solutions comply with accepted social standards and legal boundaries. For instance, adherence to regulations
like the EEOC 4/5 rule should be managed at this layer.

5.3 Aggressive Campaigns for Quarterly Sales

Aggressive marketing campaigns are commonly used to maximize short-term profits, despite potential long-term con-
sequences [60, 61]. This example explores a company using aggressive marketing to boost quarterly sales. We examine
the unexpected outcomes of this scenario and how to incorporate them into the optimization.

Internal Stakeholders and Basic Optimization. We first need to identify the internal stakeholders and their goals
to define the vanilla optimization. Referring to the literature on aggressive marketing campaigns [60, 61, 62, 63, 64],
we identify internal stakeholders as the company leaders who aim to increase quarterly profits. These stakeholders
want to increase quarterly sales through aggressive marketing and discounting. Thus, the basic optimization focuses on
maximizing short-term sales by allocating marketing budget and discounts efficiently, subject to operational and budget
constraints. Formally, let x represent the decision variables, where x = m1,m2, . . . , r1, r2, . . . denotes marketing cost
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Layer Optimization Function Feedback Loops
Physical maxx

∑n
i=1 pi(x) ·si(x) subjected to si(x) ≤ Inventoryi ∀i and∑n

i=1 mi(x) ≤ B where physical constraints, including inven-
tory limits (Inventoryi) and a budget constraint (B), are incorpo-
rated to ensure feasible solutions while maximizing the objective.

Adjust inventory and budget allocations based
on the solution.

Regulatory maxx

∑n
i=1 pi(x) · si(x) s.t. si(x) ≤ Inventoryi ∀i,∑n

i=1 mi(x) ≤ B, and pi(x) ≥ pmin ∀i where regulatory con-
straints are introduced to prevent aggressive low pricing that could
lead to price gouging.

Adjust the price thresholds by updating pmin

as follows: pmin ← pmin + η
∑n

i=1
∂pi(x)

∂x
where η is a learning rate.

Supervisory Evaluate solutions by balancing profit and cost through
maxx

∑n
i=1

(
pi(x) · si(x) − mi(x)

)
, subjected to si(x) ≤

Inventoryi ∀i,
∑n

i=1 mi(x) ≤ B, and pi(x) ≥ pmin; ∀i.

Feedback uses sales data to assess optimiza-
tion outcomes and adjust solutions to address
deviations.

Strategic Maximize the SWF: W (x). Feedback updates UD(x), Uc(x) and Uu(x)
using long-term observations.

Table 3: Layered Architecture Layout for Aggressive Marketing and Promotions Example

and discount rates for product i. The optimization problem is,

max
x

n∑
i=1

pi(x) · si(x) subject to{
n∑

i=1

mi(x) ≤ B, si(x) ≤ Inventoryi ∀i, pi(x) ≥ pmin ∀i

}
where pi(x) is the product price, si(x) is the sales volume, Inventoryi is the inventory size, pmin is the minimum price,
and B is the marketing budget.

External Stakeholders. Using prior work on aggressive campaigns [60, 61, 62, 63, 64], we note external stake-
holders (and goals) as: (1) Customers who seek quality items at reasonable prices and desire long-term reliability
from the company and its products, (2) Competitors who seek to maintain a competitive market and prevent market
monopolization by the company.

Unintended Consequences. Maximizing short-term profits while ignoring long-term impacts may result in unex-
pected drawbacks for external stakeholders: 1. Aggressive marketing encourages discount-seeking and stockpiling
behavior [64], while reducing regular consumption in anticipation of future promotions [62]. 2. It may obscure prod-
uct issues and their societal impact, especially in sensitive industries like healthcare [60]. 3. Aggressive campaigns
can also lead to market instability and unhealthy competition. Conversely, aggressive campaigns do not always have
drawbacks. With quality products, well-planned marketing can foster customer loyalty (unexpected benefit) [62].

Why Immediacy of Interests? Aggressive campaigns to boost profits inherently prioritize short-term gains over
long-term sustainability. These campaigns focus on immediate objectives, often neglecting long-term profitability
and sustainability. This, by definition, makes them a clear example of subpar practices driven by the immediacy of
interests.

Internalizing Externalities: A Systems Theory Framework. To internalize externalities from the immediacy of
interests, we suggest a social welfare function W (x). SWF is based on the utilities gained by internal and external
parties and the disutility from externalities. These utilities and disutilities could be aggregated over time. Thus, SWF
allows heeding the long-term effects on the company, consumers, and market, and reducing the impact of short-term
interests.

Let Uc(x) =
∑n

i=1 (pi(x) · si(x)−mi(x)) represent the company’s utility, Uu(x) =
∑n

i=1 (vi(x)− pi(x)) (where
vi(x) is the intrinsic value of the product i in regards to the consumer utility), and UD(x) be the disutility from
externalities. The SWF is defined as W (x) = Uc(x) + Uu(x)− UD(x). Then the optimization problem is,

max
x

n∑
i=1

pi(x) · si(x) + λW (x) subject to{
n∑

i=1

mi(x) ≤ B, si(x) ≤ Inventoryi ∀i, pi(x) ≥ pmin ∀i

}
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Here, λ is a weight parameter. A simple overview of the layered architecture for aggressive marketing is listed in
Table 3. In this example, the strategic layer internalizes externalities using SWF, which allows evaluation of short-term
and long-term goals based on the loss of utility in SWF.

Remark. This layer is suited to internalize immediacy of interest externalities due to its long-term planning to balance
short-term and long-term gains and ensuring short-term goals do not compromise a company’s long-term success.

6 Discussions and Limitations

In sum, we examined how to better characterize unintended consequences in optimization, identify all impacted stake-
holders, and determine when and how to internalize externalities. We proposed integrating externalities with systems
thinking to develop a comprehensive framework for navigating these challenges in complex, interconnected systems.

6.1 Normative Directions and Value Conflicts

Externalities can present value trade-offs. So we first discuss some points on research on values in AI that cover
three aspects: embedding value analysis through Value Sensitive Design (VSD) [65, 66, 67, 68, 69, 70], managing
stakeholder tensions in sociotechnical systems [71, 72, 73], and addressing trade-offs in value conflicts like fairness
versus efficiency [74, 75, 76]. Together, these strands emphasize the need for designs integrating values, stakeholder
outlooks, and normative trade-off reasoning into optimization. E.g., how do we decide whether to trade a one-hour
loss of road construction efficiency over the displacement of a household?

We recognize that such value conflicts demand normative judgment. Our framework, however, does not aim to resolve
these tensions outright. Instead, it seeks to ensure they are acknowledged and methodically incorporated into the
optimization process, rather than being overlooked. Also, our approach may not offer definitive resolutions, but
externality quantification tools like Cost-Benefit Analysis help surface and partially (and structurally) navigate trade-
offs. In detail:

The Normative Dimension is Central. Systems thinking may not resolve conflicts, but 1) it reframes optimization
problems beyond efficiency maximization by broadening what is considered relevant in optimization. This reframing
is inherently normative, 2) it normatively asks where and how externalities must be incorporated into the optimization
process. Even if a choice is made to prioritize household displacement over efficiency, a key question remains: at
which level of abstraction should this externality be addressed? Systems thinking navigates this normative decision.

Recent Normative Research. Thus, our work aligns directly with recent normative conversations. Key papers from
recent years on responsible AI, AI governance, and algorithmic fairness like [77, 78, 79, 5] examine normative direc-
tions in algorithmic, ML, and optimization decision settings to limit harms. Our work contributes to these debates by
structuring externalities, feedback loops, and value commitments in optimization.

Value Conflicts, Traditional Stakeholder Analysis, and Value-Sensitive Design (VSD). Our framework does not
ignore trade-offs but explicitly makes them visible/actionable within a broader system. It extends VSD and stakeholder
tension frameworks by adding systemic and procedural dimensions often missing in VSD and stakeholder analyses.
It offers a formal lens on systemic impacts that stakeholder analysis often overlooks: Externalities are unintended,
system-wide consequences of pursuing specific goals, often invisible in stakeholder frameworks when actors can-
not foresee or articulate them. Unlike traditional stakeholder analysis focused on direct relationships, externalities
with systems thinking emphasize second and third-order system effects, including long-term social and institutional
spillovers. In AI/ML, focusing solely on stakeholder tensions captures direct harms but misses broader effects harming
groups not initially framed as stakeholders.

Our work (and math) complement VSD by: 1) focusing on systemic/indirect externalities beyond stakeholder engage-
ment, 2) embedding externality analysis within optimization itself, not as an afterthought. These points show another
extra aspect of our contributions pertaining to these lines of work. Thus, since our proposition does not replace
VSD but complements it, comparisons should be made with vanilla optimizations without any systematic externality
considerations (not with VSD or trade-off analyses that work alongside our framework, not in competition with it).

No framework can perfectly resolve deep value conflicts. It matters, however, how well frameworks: 1) surface critical
questions and tensions, 2) ensure recognition of externalities and indirect harms, and 3) prevent optimization with nar-
row goals. The six-step method does all of these. It: 1) makes externalities explicit (Steps 1–4), 2) facilitates strategic
and regulatory engagement (Steps 4-6), and 3) expands the optimization scope to include systemic consequences.

12



6.2 Limitations

First, subpar practices can also stem from data collection and sampling (not discussed in our work), leading to unmet
goals [22]. Also, our framework helps identify causes such as error or ignorance, but comprehensively identifying all
causes, stakeholders, and their goals remains a challenge. Externalities provide structure but not a full methodology
for this. Moreover, categorizing issues (ignorance, error, or short-term focus) is context-dependent; e.g., a single sce-
nario may be interpreted differently based on organizational priorities. Opting for parameters (like objective weights,
short- vs long-term goals, or feedback terms) also depends on context. Lastly, tools like CBA or SWF help quantify
externalities, but they may sometimes serve better as guiding perspectives and require adaptations to fit specific so-
cioeconomic contexts. These decisions should be informed by stakeholder goals and require expertise to align with
individual, organizational, and societal resolutions.
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